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Abstract. We propose a simple and effective framework for multi-view
image sequence interpolation in space and time. For spatial view point
interpolation we present a robust feature-based matching algorithm that
allows for wide-baseline camera configurations. To this end, we intro-
duce two novel filtering approaches for outlier elimination and a robust
approach for match extrapolations at the image boundaries. For small-
baseline and temporal interpolations we rely on an established optical
flow based approach. We perform a quantitative and qualitative evalua-
tion of our framework and present applications and results. Our method
has a low runtime and results can compete with state-of-the-art methods.

Fig. 1: Spatial view point interpolation between two images. Our approach robustly
handles wide-baseline view point interpolations. From left to right : source image, in-
terpolation at t = 1/3, interpolation at t = 2/3, target image.

1 Introduction

Image interpolation is one of the vital tools in image processing for the creation
of visual effects, as can for example be seen in the movie “The Matrix” [3]. While
it has been very tedious and costly to create such effects in the past, the rapid
increase in computational power has reformed the movie industry substantially.
Over the last few years, slow motion and immersive 3d effects had an enormous
increase in both quality and quantity. However, there are still many open prob-
lems, including for instance free viewpoint video, which becomes more and more
popular with the rise of 3d televisions [17]. In this paper, we tackle the challenge
of spatiotemporal interpolation of image sequences from multiple, synchronised
cameras. The main problem is to robustly estimate pixel correspondences be-
tween two given camera frames and subsequently interpolate the pixel motion
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properly in order to synthesise novel in-between images convincingly. The result
is a slow-motion effect by interpolating consecutive frames or a smooth transition
from one camera to another as depicted in Fig. 1.

1.1 Related Work

There exist a variety of applications and respective approaches to spatial view
point interpolation. Phototourism [21] is a prominent example. Goesele et al. [8]
used point clouds to register camera positions and transition between views.
In the field of sports, a promising technique was introduced by Germann et
al. [7]. They make use of billboards and foreground-background separation to
create a plausible illusion of depth while transitioning from one view to another.
Inamato and Saito [10] as well as Replay Technologies Inc. [17] went one step
further and applied 3d-registration and projection on top of layer segmentation.
For casually captured multi-view video collections, Ballan et al. [1] combined a
previously reconstructed background geometry and billboards of a foreground
object to spatially navigate between camera views. In contrast to our approach,
view interpolation is only done for the background geometry and concealed with
a strong motion blur. Werlberger et al. [26] and Chen and Lorenz [2] addressed
temporal image interpolation and suggested the use of optical flow correspon-
dences. Mahajan et al. [14] estimated gradient rather than pixel correspondences.

The early years of feature based image morphing, on which our work is based,
are covered by Wolberg [27] and more currently by Vlad [24]. In their pioneering
work on spatial image interpolation Seitz and Dyer [20] proposed a pre- and
postwarping scheme, which was later improved by Fragneto et al. [6]. It allows
for physically plausible transitions, whereas former methods could lead to unre-
alistic deformations. One of the first free viewpoint videos filmed with consumer
cameras was then presented by Zitnick et al. [29], who used layers, matting and a
color segmentation-based stereo algorithm to estimate dense depth maps. Vedula
et al. [23] estimated scene flow on a voxel model for spatiotemporal interpola-
tion. The volume discretisation makes this approach costly to recover fine object
details. Lipski et al. [12,11] recently proposed a dense matching scheme based
on combined edgelet matching and color segmentation that allows free-viewpoint
navigation for handheld multi-view video footage in both space and time. Their
work is currently considered state of the art for dense image interpolation.

So far, no other work on spatiotemporal image interpolation can simultane-
ously cope with casual, wide baseline camera setups and preserve image quality
in the interpolated results. Or they are not able to navigate in both space and
time or need extensive computations. Our framework is designed to combine all
aspects in a simple and effective manner.

1.2 Contribution

We present a framework for temporal and spatial multi-view image sequence in-
terpolation. We introduce a novel pipeline for sparse feature matching, filtering
and extrapolation that significantly improves correspondence quality compared
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to common matching techniques. Due to its robustness, our approach is suited
even for wide baseline setups, where dense stereo matching approaches reach
their limits. To the best of our knowledge feature-based spatiotemporal view
point interpolation has not been explored in literature yet. In contrast to works
like [1,23,14,26] we do not impose strong assumptions on the scene structure or
the camera movement, allowing for arbitrary, uncalibrated input. In several ex-
periments we study the strengths and weaknesses of sparse matching techniques
for image interpolation on a variety of sequences.

2 Image Interpolation

In our approach the synthesis of novel views or in-between frames of image-
sequences consists of three steps: matching, warping and blending. We consider
two cases: spatial interpolation of camera motion between different camera views
and temporal interpolation of similar images with dynamic content. The follow-
ing subsections detail our approach to both cases with respect to the three
processing steps, using either sparse or dense correspondences.

2.1 Spatial Interpolation

For spatial interpolation one needs to model camera motion in order to obtain
plausible view point interpolations, especially in wide-baseline setups. We rely on
established feature matching techniques to get an implicit, locally approximated
motion representation. Such sparse matching techniques perform more robustly
in wide-baseline setups compared to stereo or optical flow methods.

Instead of exhaustively searching the feature space with subsequent outlier
filtering, we follow the ideas of Zhang et al. [28] who use the epipolar constraint
to establish matches in the first place, limiting the search space of potential
matches from two dimensions to a relaxed one dimensional space. Additionally,
we propose two filtering techniques to robustly detect and eliminate false posi-
tive matches. We finally propose algorithms to extrapolate missing features and
matches on the image borders.

Epipolar Guided Matcher To get an initial estimate of a scene’s epipolar ge-
ometry, we rely on SIFT features and descriptors [13]. After descriptor matching
using fast approx. nearest neighbours (FLANN) [16], we filter outliers by thresh-
olding descriptor distances, discard non-symmetric matches and finally applying
the RANSAC algorithm [5], which simultaneously detects outliers and estimates
the fundamental matrix. Fig. 2 (top) illustrates the matching pipeline. The so
obtained matchings are not suitable for image morphing. We aim for even dis-
tribution to avoid degenerate meshes, meaningful coverage including most to all
relevant image parts and reliability, as false positive matches highly impair the
final morphing quality. In the following, we evaluated various feature detectors
and descriptors and found, that Harris corners with SIFT descriptors fit our
requirements best. We use these features as basis for guided matching using the
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Corners FLANN [16] Symmetric Thresh. RANSAC [5] Initial

Initial SIFT matching Guided matching Proposed filters

Fig. 2: Our matching pipeline on the Cityhall [22] and KimWest datasets. Top: Initial
step by step epipolar geometry estimation. Bottom: Comparison of SIFT matching, our
guided matching and the result after applying our proposed set of outlier filters. Notice
the insufficient and poorly distributed keypoints in the initial SIFT matching, whereas
our guided matching approach yields good coverage and robust correspondences.

epipolar constraint, effectively reducing the search space beforehand from two
dimensions to a relaxed one dimensional space.

We evaluate our approach on different datasets. Fig. 2 (bottom) shows ex-
emplary results on the KimWest dataset. As especially on real world scenes
false positive matches occur, we present two novel filtering techniques for robust
outlier elimination in the following subsections.

Playground Filter We developed a global filtering procedure, that effectively
eliminates obvious false positive matches, i.e. matches with significant displace-
ment deviations. Using k-Means clustering, we group matches into three clusters
of keypoint-pairs. They represent small, large and extreme displacements, classi-
fying keypoints based on their relative motion into a foreground, background or
an outlier cluster, respectively. To prevent the loss of good matches by discard-
ing a cluster that does not contain actual outliers, we introduce a lower bound
for the separation of background and outlier clusters (cf. Fig. 3a). Note that our
assumption on scene motion holds especially for camera rotations around a point
of interest, but can easily be extended to arbitrary motions by according cluster
initialisation. Fig. 3a shows some examples of applied playground filter results.

Council Filter To address outliers that can not be distinguished by global
motion models, we propose a novel, local filtering scheme. We compare subsets of
matches in small regions around each keypoint, which we call council. We employ
a voting scheme to rate the quality of a keypoint. A match is accepted if and only
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(a) Playground Filter. Matches are globally filtered using clustering. Note, that no
outliers are detected in the right most example, as the relative difference between large
and extreme displacements is not significant enough.

(b) Council Filter. Matches are locally filtered based on neighbourhood comparison.

Fig. 3: Outlier elimination using our proposed algorithms on the Cityhall [22], Camera
and KimWest datasets. Green lines: Inlier matches. Red lines: Classified outliers.

if sufficient nearby matches show similar behaviour. This implies consistency and
symmetry among matchings. Tab. 1 lists the set of free parameters, by which a
council votes.

Table 1: Council Filter Parameters

Variable Value Explanation

maxDistanceRatio 1/16 neighbourhood radius relative to image width
maxAngle 10 maximal angular difference in degree
minNormRatio 0.8 minimal relative displacement conformance
minNeighbours 3 minimal council size
minVotes 2 minimal number of attained votes
minVoteRatio 0.15 minimal ratio of attained votes

We evaluate the parameters by comparing the number of outliers relative to
the total number of matches. Fixing all but one parameters to initial default
values and iteratively adapting the free parameter yields the plots in Fig. 4.
For each parameter, we choose the value, for which most outliers are identified
while simultaneously the amount of misclassifications is minimised. These are
optima in either the first or second derivative of the attained measurements. If
the results vary among different scenes, we choose conservatively according to the
worst performing example, in order to prevent false positive matches. This might
lead to discarding true positive matches in other examples, which we tolerate in
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Fig. 4: Exemplary council filter parameter evaluation. The plots show the progression
of false positive matches for a single, variable parameter. Red lines mark the selected
values. The units on the x-axis are in relative image width (a), degree (b) and percent
(c) respectively. Y-axis: outlier ratio in percent. X-axis: free parameter value.

order to prevent unpleasant distortions in the final interpolations. We make use
of quadtrees to allow for efficient search queries in keypoint neighbourhoods.

Affine-SIFT SIFT descriptors, which are robust against small viewpoint changes,
fail to cover all six parameters of affine transformations. Morel et al. [15] present
an algorithm that compensates for this lack of dimensionality. We extend their
approach by discarding inconclusive matches beforehand using relative descrip-
tor distance thresholding and additionally apply our proposed Playground and
Council filters.

ASIFT works well for image pairs with high transition tilts, but are often
inaccurate in regions of small movements due to the very dense feature space.
Thus, we propose to use ASIFT only as an alternative in those situations in which
epipolar guided matching fails to establish reliable matchings. Our framework
automatically detects these situations by correspondence quality and quantity
evaluation and subsequently uses ASIFT matching instead.

Triangulation and Extrapolation One challenge in sparse image warping
is the lack of matches in the boundary regions (cf. Fig. 5a). In the following,
we propose a local extrapolation scheme which yields consistent results. New
boundary points are attained by projecting outer contour points onto the image
boundaries. Let P ⊂ R2 be a set of feature points and B be the set of the four
image corners. Let further T be the Delaunay triangulation of P ∪ B. We then
introduce the contour of P as the set of points C ⊆ P , for which there exists
an edge (b, c) in the set of triangles T with c ∈ C, b ∈ B. In contrast to the
convex hull, this definition includes even concave sections (cf. Fig. 5b), which
leads to a denser and more accurate extrapolation. We find the contour using
neighbourhood cycle closures in undirected, planar graphs. Each of the contour
points is then projected onto the image boundary using centric radial projection,
yielding an extended set of image boundary points B′. In contrast, orthogonal
projection leads to misordered triangle vertices and causes unpleasant artefacts
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(a) Triangulation of matches for the City-
hall dataset. Left : Without border extrap-
olation. Right : Proposed extrapolation.

(b) Match extrapolation on the image
border using contour projection. Notice
our proposed contour on the right (blue).

Fig. 5: Illustration of the proposed mesh extrapolation.

in the final interpolation. The final triangulation is obtained by re-triangulating
the set of points P ∪B′. In the end, missing displacement information for B∪B′
is attained by assigning each boundary point the motion of its corresponding
contour point’s match as a local approximation.

2.2 Temporal Interpolation

For temporal interpolation, we incorporate optical flow as presented by Werl-
berger et al. [26] and Chen and Lorenz [2] as a simple and effective tool for
generating high quality correspondences between images with small variations
(e.g. consecutive video frames or small baseline images). Let F : Ω ⊂ R2 → Ω
be the flow from source image I0 : Ω → R3 to target image I1 : Ω → R3.
A linear dense warping from source to target image is then given by It(x, y) =
I1(x+t·F−1x (x, y), y+t·F−1y (x, y)) , t ∈ [0, 1]. We apply this backward-warping
to synthesise novel in-between frames. In order to generate spatiotemporal inter-
polations we first synthesise images in the temporal direction and subsequently
perform spatial interpolation as described in the previous section on the tempo-
ral in-betweens. For a visual demonstration of interactive results, we refer to the
supplemental material, as temporal variations are difficult to show on print.

2.3 Image Warping and Blending

In order to synthesise novel views between two input images I0, I1 at t ∈ [0, 1],
we first warp both images to I0(t) and I1(1 − t) respectively. In the dense
setting, we use pixel-wise backward warping. For sparse matchings, we apply
mesh warping and view morphing, where the vertex positions of a textured
triangle mesh covering all keypoints are linearly interpolated in rectified image
space (cf. [19]). We then blend the intermediate images by adaptive, pixel-wise
interpolation, weighted by a logistic sigmoid function s : [0, 1] 7→ [0, 1] into the
blended image I(t) = s(1 − t; a) · I0(t) + s(t; a) · I1(1 − t), where s(x; a) =
h(−2a(x−0.5))−h(a)

h(−a)−h(a) , with h(x) = (1 + exp(x))−1 and parameter a ∈ (0, 1) steering

the steepness of the sigmoid function. For sparse matchings, we backproject the
result using homography interpolation as presented in [6].
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Cross-dissolve DualTV-L1 dense flow Proposed sparse approach

Fig. 6: Interpolation on the Cityhall dataset [22] at t = 0.5. Our approach yields au-
thentic transformations for such affine camera motions. Notice the poor quality of naive
image blending (left) and a flow-based approach (middle), where our sparse approach
leads to artefact-free interpolations (right).

3 Results

Implementation We implemented all algorithms in C++ and the GLSL shader
language. The software is available for the public on the authors web page1. All
experiments were run on an Intel Quad-Core i7 3.4 GHz, 16 GB RAM machine
with an Intel HD 4000 graphics chip. Establishing and storing dense matches
between two images of width 480 px using the TV-L1 dense approach takes
about one second. Sparse matches for the same input usually take about half a
second. Large speed up factors are expected for a GPU-based implementation.
After precomputing all matching data, the actual image interpolation can be
explored in real time and Full HD, due to GPU accelerated routines.

Evaluation Our framework can be used for a wide variety of applications, in-
cluding the synthesis of novel views from small and wide baseline images and
videos, the generation of slow-motion effects, virtual avatars, scene exploration

1 http://www.tobiasgurdan.de/research/

Fig. 7: Comparison of dense and sparse image interpolation on the Middlebury
“Dwarves” dataset [18]. Left : Dense, TV-L1 flow, eRMSE = 11.19, Sec. 2.2. Right :
Sparse, guided matching, eRMSE = 6.08, Sec. 2.1. The left two images show interpo-
lations for one skipped frame, which we take as ground truth. The right two images
show difference images of the algorithms’ results and the ground truth. Despite the
large camera motion, our sparse approach still manages to establish reliable correspon-
dences.

http://www.tobiasgurdan.de/research/
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(a) Ballan et al. [1] (b) DIBR [4] (c) Lipski et al. [12]
cam2, t=1 cam3, t=1

cam2, t=0 cam3, t=0

Fig. 8: Top: Comparison to other methods on the Climbing dataset [9]. Bottom: Spa-
tiotemporal interpolation using our approach. Notice in (a) the sudden switch of per-
spective on the climber and the sharpness contrast. (b) shows strong artifacts and ghost-
ing. (c) achieve higher quality results, though there still occur ghosting and warping
artifacts. In contrary, notice the high quality of the climber in our approach (bottom).
Surrounding artefacts are negligible, as the viewers focus lies on the image centre.

and many more (c.f. supplemental material). We evaluated our approach on sev-
eral challenging data sets. Fig. 6 shows a qualitative comparison of simple image
blending and the methods provided by our framework on a wide-baseline scene
(spatial interpolation). Fig. 7 shows a quantitative and qualitative comparison of
the flow based approach and our sparse approach on the Middlebury “Dwarves”
sequence [18]. We used three consecutive images and interpolated the centre
frame from the first and last image and compared the result to the original cen-
tre frame as the ground truth by computing the pixel- and channel-wise root
mean square error eRMSE for each method. Fig. 7 demonstrates that our sparse
approach is better suited for larger camera motions. In Fig. 1 we illustrate that
our sparse approach also handles wide-baseline scenarios while still preserving
image quality in the interpolated images. Fig. 8 and Fig. 9 give elaborate com-
parisons to state-of-the-art methods, classifying our approach as a compatible
alternative for a wide variety of scenes and use-cases.

Runtime Our framework has low computation times. While Lipski et al. need
several seconds to compute the correspondence map for an image pair [12], our
approach does so in under a second in both spatial and temporal domain. How-
ever, our employed subroutines are currently implemented on a single CPU, but
well suited for parallelisation on GPUs. Especially, the most computational part,
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Fig. 9: Comparison of spatiotemporal interpolation on the Graffiti dataset at s =
0.5, t = 0.5. Left : Lipski et al. [12]. Right : Our sparse approach. While the juggler
shows noticeable artefacts, the wall in the background is perfectly matched and leads
to an overall pleasing transition between views.

the SIFT feature extraction, could be parallelised, e.g.[25]. This would further
decrease computation time significantly, making the approach real-time capable.

Limitations Although sparse features are robust to large camera movements,
with their triangulation we assume a linear distribution of depth values between
the features. If the distribution of the feature does not cover depth discontinu-
ities, interpolation artefacts become noticeable as for example can be seen for
the person in Fig. 9. In contrast, the piecewise flat background is perfectly in-
terpolated. Similar artefacts are also visible in several frames of the climbing
sequence Fig. 8. Moreover, the heuristic interpolation of extrapolated points on
the image boundary can lead to distortions, but exact matching information is
not available at these locations. Nevertheless, the approach works well in many
scenarios and outperforms many related works in terms of speed and simplicity.

4 Conclusion

We presented a framework for spatial and temporal image interpolation. We
showed that sparse correspondence based interpolation poses a qualified alter-
native to state-of-the-art, dense 3d reconstruction or billboard approaches. Es-
tablishing robust correspondences among image pairs is still one of the most
challenging problems in computer vision. We tackled this problem by introduc-
ing a novel matching and outlier filtering pipeline which makes the approach
robust even in wide-baseline camera setups. We further proposed an extrap-
olation method for absent correspondences on image boundaries. For temporal
interpolation, a dense correspondence is more suited and can be efficiently solved
using established optical flow based methods. We combine the strengths of these
approaches in a simple and effective spatiotemporal interpolation method that
has a low computation time. We demonstrated competitive results on a variety
of sequences with different scene structure and camera baselines.
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